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INTRODUCTION

B(x) =

�
dx�G(x− x�)A(x�)

G(x− x�) = 0, (x− x�)2 < 0

B(t) =

�
dt� G(t− t�)A(t�)

G(t− t�) = 0, t < t�

causality:                                       relativistic version: 
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analytic (also referred to as holomorphic) continuation in the upper complex
energy plane and complex poles (= singular points) are located in the lower
half of the complex energy plane. In optical physics, with the aid of analytic
continuation of the refractive index to the upper half of a complex angular
frequency plane, Kramers [4] proved that the principle of relativistic causal-
ity allows the calculation of the real refractive index of a medium from the
absorption spectrum. Kronig [5] showed that the existence of a dispersion
relation is a sufficient and a necessary condition for strict causality to hold.
However, he made assumptions on the holomorphic behavior of the investi-
gated function. A rigorous statement of equivalence between causality and
the existence of dispersion relations, and so of the existence of a strict con-
nection between the mathematical properties of the functions describing the
physics in the domains of time and frequency, is provided by the Titchmarsch
theorem [2].

4.3 Titchmarsch’s Theorem
and Kramers-Kronig Relations

Titchmarsch’s theorem connects, within fairly loose hypotheses, the causality
of a function a(t) to the analytical properties of its Fourier transform a(ω) =
F [a(t)]

Theorem 1. (Titchmarsch)

The three statements 1, 2, and 3 are mathematically equivalent:

1. a(t) = 0 if t ≤ 0 and a(t) ∈ L2.
2. a(ω) = F [a (t)] ∈ L2 if ω ∈ R and if

a(ω) = lim
ω′→0

a(ω + iω′),

then a(ω + iω′) is holomorphic if ω′ > 0.
3. Hilbert transforms [39] connect the real and imaginary parts of a(ω) as

follows:

Re{a(ω)} =
1
π

P
∞∫

−∞

Im{a(ω′)}
ω′ − ω

dω′,

Im{a(ω)} = − 1
π

P
∞∫

−∞

Re{a(ω′)}
ω′ − ω

dω′.

Thus, the causality of a (t), together with its property of being a function
belonging to the space of the square-integrable functions L2, implies that its
Fourier transform a (ω) is analytic in the upper complex ω-plane and that

Statements 1 and 2 are equivalent
(Titchmarsch theorem) 
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SUM RULES FOR LIGHT-BY-LIGHT
[ V.P. & VANDERHAEGHEN, PRL (2010) ]

Mλ1λ2λ3λ4 = ε∗µ4

λ4
(�q4) ε

∗µ3

λ3
(�q3) ε

µ2

λ2
(�q2) ε

µ1

λ1
(�q1)Mµ1µ2µ3µ4

Mµ1µ2µ3µ4 = A(s) gµ4µ2gµ3µ1 +B(s) gµ4µ1gµ3µ2 + C(s) gµ4µ3gµ2µ1 ,

M++++(s) = A(s) + C(s),

M+−+−(s) = A(s) +B(s),

M++−−(s) = B(s) + C(s).

Helicity AMPl. Feynman AMPl.

In the forward direction  (                                               ):

1) Crossing symmetry (1 <-> 3, 2 <-> 4):

M+−+−(s) = M++++(−s), M++−−(s) = M++−−(−s)

t = 0, s = 4ω2, u = −s.
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SUM RULES FOR LIGHT-BY-LIGHT
(DERIVATION CONTD)

f (±)(s) = M++++(s)±M+−+−(s)

g(s) = M++−−(s)

Amplitudes with definite parity under Crossing: 

2) Causality => Analyticity => dispersion relations: 

Re

�
f (±)(s)
g(s)

�
=

1

π

∞ 
−∞

ds�

s� − s
Im

�
f (±)(s�)
g(s�)

�
,

Im f (±)(s) = −s

8
[σ0(s)± σ2(s) ],

Im g(s) = −s

8
[σ||(s)− σ⊥(s) ].

3) Optical theorem (unitarity): 

Are circularly (linearly) polarized Photon-Photon Fusion cross-sectionsσ0,2(σ||,⊥)
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SUM RULES FOR LIGHT-BY-LIGHT
(DERIVATION CONTD)

Sum rules:

Re f (+)(s) = − 1

2π

∞ 
0

ds� s�2
σ(s�)

s�2 − s2
,

Re f (−)(s) = − s

4π

∞ 
0

ds�
s� ∆σ(s�)

s�2 − s2
,

Re g(s) = − 1

4π

∞ 
0

ds� s�2
σ||(s

�)− σ⊥(s�)

s�2 − s2
,

σ = (σ0 + σ2)/2 = (σ|| + σ⊥)/2

∆σ = σ2 − σ0
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SUM RULES FOR LIGHT-BY-LIGHT
(DERIVATION CONTD)

Sum rules:

Re f (+)(s) = − 1

2π

∞ 
0

ds� s�2
σ(s�)

s�2 − s2
,

Re f (−)(s) = − s

4π

∞ 
0

ds�
s� ∆σ(s�)

s�2 − s2
,

Re g(s) = − 1

4π

∞ 
0

ds� s�2
σ||(s

�)− σ⊥(s�)

s�2 − s2
,

σ = (σ0 + σ2)/2 = (σ|| + σ⊥)/2

LEH = c1(FµνF
µν)2 + c2(Fµν F̃

µν)2,4) “Low-energy Theorem”:

∆σ = σ2 − σ0
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SUM RULES FOR LIGHT-BY-LIGHT
(DERIVATION CONTD)

Sum rules:

Re f (+)(s) = − 1

2π

∞ 
0

ds� s�2
σ(s�)

s�2 − s2
,

Re f (−)(s) = − s

4π

∞ 
0

ds�
s� ∆σ(s�)

s�2 − s2
,

Re g(s) = − 1

4π

∞ 
0

ds� s�2
σ||(s

�)− σ⊥(s�)

s�2 − s2
,

σ = (σ0 + σ2)/2 = (σ|| + σ⊥)/2

Low-energy expansion

LEH = c1(FµνF
µν)2 + c2(Fµν F̃

µν)2,4) “Low-energy Theorem”:

f
(+)(s) = −2(c1 + c2)s

2 +O(s4)

f
(−)(s) = O(s5)

g(s) = −2(c1 − c2)s
2 +O(s4)

∆σ = σ2 − σ0
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SUM RULES FOR LIGHT-BY-LIGHT

O(s0) : 0 =

∞̂

0

ds
�
σ||(s)± σ⊥(s)

�

O(s1) : 0 =

∞̂

0

ds

s

�
σ2(s)− σ0(s)

�

O(s2) : c1 =
1

8π

∞̂

0

ds

s2
σ||(s) ,

c2 =
1

8π

∞̂

0

ds

s2
σ⊥(s)
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SUM RULES FOR LIGHT-BY-LIGHT

O(s0) : 0 =

∞̂

0

ds
�
σ||(s)± σ⊥(s)

� Diverges!
Gerasimov & Moulin (1976)

O(s1) : 0 =

∞̂

0

ds

s

�
σ2(s)− σ0(s)

�
P. Roy (1974)

Brodsky & SCHMIDT (1995)

O(s2) : c1 =
1

8π

∞̂

0

ds

s2
σ||(s) ,

c2 =
1

8π

∞̂

0

ds

s2
σ⊥(s)
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X  = + ...

0 =
∞�

0

ds
σ2(s)− σ0(s)

s
,

3

Let us now consider how the Brodsky-Schmidt sum
rule works in QED in the case of one space-like virtual
photon (q2 < 0). At leading order in α only the tree-level
fermion-pair production (γ∗γ → f f̄) contributes to ∆σ,
see Fig. 2. The expressions for the corresponding helicity
difference cross-section exists in the literature1 [3]:

∆σ(γ∗γ→ff̄)(s, q2, 0) =
8πα2

(s − q2)2
θ(s − 4m2)

×

{

−(3s + q2)

√

1 −
4m2

s
(16)

+ 2(s + q2) arctanh

√

1 −
4m2

s

}

.

In Fig. 3 we plot this cross section as a function of energy,
for three different values q2. One sees that in all cases the
low- and high-energy contributions cancel. The result

∞̂

4m2

ds
∆σ(γ∗γ→ff̄)(s, q2, 0)

s − q2
= 0 (17)

is easily verified for any q2 < 4m2.
While the role of the sum rules in QED becomes fairly

clear in these perturbative calculations, in Quantum
Chromo-Dynamics (QCD) this is not so. We can, how-
ever, gain a valuable insight into the nature of hadrons
by looking at their individual contributions to the γγ →

hadrons cross-sections. The unpolarized cross sections
for have been studied extensively at different e+e− col-
liders, see Ref. [5] for a review. The dominant features of
the γγ to multihadron production channels comes firstly

1 5 10 50 100 500
!3

!2

!1

0

1

ln s!m2

"m
!Α
#2
#
Σ
$s
,q

2 %

q2 ! 2m2

q2 ! !2m2

q2 ! 0

FIG. 3: Helicity-difference cross section of γ∗γ → ff̄ in QED
at leading order, for different photon virtualities.

1 We only reinstall a missing overall factor of 2. Note also that in
the notation of [3], ∆σ = −τ

a
TT .

from the Born terms in the π+π− (and K+K−) channels.
These contributions are given by Eq. (16) and hence each
separately satisfies the superconvergent sum rule (14b).

The high energy behavior of ∆σ is determined by a
t-channel exchange of unnatural parity and is expected
from Regge theory - in the absence of fixed pole singulari-
ties - to drop as 1/ν or faster [6], leading to a high-energy
behavior of the integral in Eq. (14b) as 1/ν2 or faster.
We can therefore expect that the sum rule of Eq. (14b)
for real photons is largely dominated by the resonance
region.

In the resonance region, the dominant contribution to
the sum rule comes from the γγ → M production, with
M being a meson. As two real photons do not couple
to a JP = 1− or 1+ meson due to the Landau-Yang
theorem, one expects the dominant contribution to come
from scalar, pseudoscalar, and tensor mesons. One can
express the γγ → M cross section for a meson with spin
J , mass mM , and total width Γtot, using a Breit-Wigner

parameterization in terms of the decay width, Γ(Λ)
γγ , of

the meson into two photon of total helicity Λ = 0, 2, as

σγγ→M
Λ (s) = (2J + 1) 16π

Γ(Λ)
γγ Γtot

(s − m2
M )2 + Γ2

totm
2
M

≈ (2J + 1)16π2 Γ(Λ)
γγ

mM
δ(s − m2

M ), (18)

where the last line is obtained in the narrow resonance
approximation. For the pseudoscalar mesons, which can
only contribute to the helicity-zero cross section, the nar-
row resonance approximation is very accurate and al-
lows to quantify their contribution as shown in Table I.
For the pion, this value is entirely driven by the chiral
anomaly, which allows to express the π0 contribution to
the sum rule as −α2/(4πf2

π), with fπ = 92.4 MeV the
pion decay constant.

mM Γγγ

´

ds ∆σ/s

[MeV] [keV] [nb]

π0 134.98 (7.8 ± 0.6) × 10−3
−195.0 ± 15.0

η 547.85 0.51 ± 0.03 −190.7 ± 11.2

η′ 957.66 4.30 ± 0.15 −301.0 ± 10.5

Sum η, η′
−492 ± 22

TABLE I: Sum rule contribution of the lowest pseudoscalar
mesons (last column). The experimental values of meson
masses, mM , and 2γ decay widths, Γγγ , are from Ref. [7].

To compensate the large negative contribution to the
sum rule from pseudoscalar mesons, one needs to have
an equivalent strength in the helicity-two cross section,
σ2. The dominant feature of the helicity-two cross sec-
tion in the resonance region arises from the multiplet of
tensor mesons f2(1270), a2(1320), and f ′

2(1525). Mea-
surements at various e+e− colliders, notably recent high

PT
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M ), (18)

where the last line is obtained in the narrow resonance
approximation. For the pseudoscalar mesons, which can
only contribute to the helicity-zero cross section, the nar-
row resonance approximation is very accurate and al-
lows to quantify their contribution as shown in Table I.
For the pion, this value is entirely driven by the chiral
anomaly, which allows to express the π0 contribution to
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π), with fπ = 92.4 MeV the
pion decay constant.
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tion in the resonance region arises from the multiplet of
tensor mesons f2(1270), a2(1320), and f ′
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surements at various e+e− colliders, notably recent high

4

statistics measurements by the BELLE Collaboration of
the γγ cross sections to π+π− [14], π0π0 [15], ηπ0 [16],
and K+K− [17] channels have allowed to accurately con-
firm their parameters. As these tensor mesons were also
found to be relatively well described by Breit-Wigner
resonances, we use Eq. (18) to provide a first estimate
of their contribution to the sum rule. We show the re-
sults in Table II, both in the narrow width approxima-
tion and using a Breit-Wigner shape, assuming that the
tensor mesons pre-dominantly contribute to σ2, in good
agreement with the experimental analyses of decay an-
gular distributions, see Refs. [14–17]. By comparing Ta-
bles I and II, it is interesting to notice that the con-
tribution to the sum rule of the lowest isovector tensor
meson composed of light quarks, a2(1320), compensates
to around 70 % the contribution of the π0, which is en-
tirely governed by the chiral anomaly. For the isoscalar
states composed of light quarks, the cancellation is even
more remarkable, as the sum of f2(1270) and f ′

2(1525),
within the experimental accuracy, entirely compensates
the combined contribution of the η and η′ mesons.

mM Γγγ

´

ds ∆σ/s
´

ds ∆σ/s

narrow res. Breit-Wigner

[MeV] [keV] [nb] [nb]

a2(1320) 1318.3 1.00 ± 0.06 134 ± 8 137 ± 8

f2(1270) 1275.1 3.03 ± 0.35 448 ± 52 479 ± 56

f ′

2(1525) 1525 0.081 ± 0.009 7 ± 1 7 ± 1

Sum f2, f
′

2 455 ± 53 486 ± 57

TABLE II: Sum rule contribution of the lowest tensor mesons.
We show both results in the narrow resonance approximation
(4th column) and using a Breit-Wigner parameterization (last
column). The experimental values of meson masses, mM , and
2γ decay widths, Γγγ , are from Ref. [7].

Besides the tensor mesons, the subdominant resonance
contributions to the γγ total cross section arise from the
scalar mesons f0/σ(600), f0(980), and a0(980). A reli-
able estimate of the scalar mesons requires an amplitude
analysis of the partial channels, see e.g. the recent work
of Ref. [18]. A future study could reliably estimate the
scalar meson helicity-zero contribution to the sum rule,
and to further elaborate the remarkable cancellation be-
tween the tensor mesons and the pseudoscalar and scalar
meson contributions in the sum rule of Eq. (14b). Inter-
estingly, when going to the charm sector, the sum rule
implies a cancellation between the ηc meson, whose con-
tributions amounts to about −15.5 nb, and scalar and
tensor cc̄ states.

Although the above analysis relies on a separation of
the helicity zero and two γγ cross sections using angular
distributions of the decay products, to model indepen-
dently disentangle σ0 and σ2 and to test the sum rule di-
rectly in experiment, calls for the need of polarized e+e−

colliders.
We conclude with a look at the sum rule (14c), which

arises at the 2nd order in expansion in s. It relates
the sum of the constants c1 and c2 which determine the
strength of the low-energy photon self-interaction, to an
integral of the total inclusive cross-section. It is the ana-
log of the Baldin sum rule for the sum of electric and
magnetic polarizabilities [19]. To verify it in QED we
recall that, to leading order in α, all the ingredients are
well known: c1 = 1/90 α2m−4, c2 = 7/360 α2m−4, while

σ(γ∗γ→ff̄)(s) =
4πα2

s

{

−
(

1 +
4m2

s

)

√

1 −
4m2

s

+ 2
(

1 +
4m2

s
−

8m4

s2

)

arctanh

√

1 −
4m2

s

}

. (19)

On the other hand, by using the experimental unpolar-
ized γγ cross-sections it is possible to determine various
contributions to c1 + c2. We leave such an analysis for a
near future work.
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0 =
∞�

0

ds
σ2(s)− σ0(s)

s
,

cancellation of (pseudo)scalar and tensor meson contributions

3

Let us now consider how the Brodsky-Schmidt sum
rule works in QED in the case of one space-like virtual
photon (q2 < 0). At leading order in α only the tree-level
fermion-pair production (γ∗γ → f f̄) contributes to ∆σ,
see Fig. 2. The expressions for the corresponding helicity
difference cross-section exists in the literature1 [3]:

∆σ(γ∗γ→ff̄)(s, q2, 0) =
8πα2

(s − q2)2
θ(s − 4m2)

×

{

−(3s + q2)

√

1 −
4m2

s
(16)

+ 2(s + q2) arctanh

√

1 −
4m2

s

}

.

In Fig. 3 we plot this cross section as a function of energy,
for three different values q2. One sees that in all cases the
low- and high-energy contributions cancel. The result

∞̂

4m2

ds
∆σ(γ∗γ→ff̄)(s, q2, 0)

s − q2
= 0 (17)

is easily verified for any q2 < 4m2.
While the role of the sum rules in QED becomes fairly

clear in these perturbative calculations, in Quantum
Chromo-Dynamics (QCD) this is not so. We can, how-
ever, gain a valuable insight into the nature of hadrons
by looking at their individual contributions to the γγ →

hadrons cross-sections. The unpolarized cross sections
for have been studied extensively at different e+e− col-
liders, see Ref. [5] for a review. The dominant features of
the γγ to multihadron production channels comes firstly
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1
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,q
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q2 ! 2m2

q2 ! !2m2
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FIG. 3: Helicity-difference cross section of γ∗γ → ff̄ in QED
at leading order, for different photon virtualities.

1 We only reinstall a missing overall factor of 2. Note also that in
the notation of [3], ∆σ = −τ

a
TT .

from the Born terms in the π+π− (and K+K−) channels.
These contributions are given by Eq. (16) and hence each
separately satisfies the superconvergent sum rule (14b).

The high energy behavior of ∆σ is determined by a
t-channel exchange of unnatural parity and is expected
from Regge theory - in the absence of fixed pole singulari-
ties - to drop as 1/ν or faster [6], leading to a high-energy
behavior of the integral in Eq. (14b) as 1/ν2 or faster.
We can therefore expect that the sum rule of Eq. (14b)
for real photons is largely dominated by the resonance
region.

In the resonance region, the dominant contribution to
the sum rule comes from the γγ → M production, with
M being a meson. As two real photons do not couple
to a JP = 1− or 1+ meson due to the Landau-Yang
theorem, one expects the dominant contribution to come
from scalar, pseudoscalar, and tensor mesons. One can
express the γγ → M cross section for a meson with spin
J , mass mM , and total width Γtot, using a Breit-Wigner

parameterization in terms of the decay width, Γ(Λ)
γγ , of

the meson into two photon of total helicity Λ = 0, 2, as

σγγ→M
Λ (s) = (2J + 1) 16π

Γ(Λ)
γγ Γtot

(s − m2
M )2 + Γ2

totm
2
M

≈ (2J + 1)16π2 Γ(Λ)
γγ

mM
δ(s − m2

M ), (18)

where the last line is obtained in the narrow resonance
approximation. For the pseudoscalar mesons, which can
only contribute to the helicity-zero cross section, the nar-
row resonance approximation is very accurate and al-
lows to quantify their contribution as shown in Table I.
For the pion, this value is entirely driven by the chiral
anomaly, which allows to express the π0 contribution to
the sum rule as −α2/(4πf2

π), with fπ = 92.4 MeV the
pion decay constant.

mM Γγγ

´

ds ∆σ/s

[MeV] [keV] [nb]

π0 134.98 (7.8 ± 0.6) × 10−3
−195.0 ± 15.0

η 547.85 0.51 ± 0.03 −190.7 ± 11.2

η′ 957.66 4.30 ± 0.15 −301.0 ± 10.5

Sum η, η′
−492 ± 22

TABLE I: Sum rule contribution of the lowest pseudoscalar
mesons (last column). The experimental values of meson
masses, mM , and 2γ decay widths, Γγγ , are from Ref. [7].

To compensate the large negative contribution to the
sum rule from pseudoscalar mesons, one needs to have
an equivalent strength in the helicity-two cross section,
σ2. The dominant feature of the helicity-two cross sec-
tion in the resonance region arises from the multiplet of
tensor mesons f2(1270), a2(1320), and f ′

2(1525). Mea-
surements at various e+e− colliders, notably recent high

PT
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c2 =
1

8π

∞̂

0

ds

s2
σ⊥(s)
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For explicit calculations in the center of mass system, 
we use the representation 

kl = (co, k), k2 = (co, - k), k3 = (co, k'), k4 = (co, - k'), 
(2) 

with k = (0, 0, co) and k ' =  (co sin 0, 0, co cos 0), where 
co and cos 0 are related to the Mandelstam variables as 

c o = @ ;  c o s 0 = l + 2 t .  (3) z s 

In the eo = 0 gauge, the polarization vectors ~ (ki, 2~) can 
be written as 

~(~) = (0, ei) (~), 

el 1) -- e(21) = e(~ 1) = e(41) = (0, 1, 0), 

- e(12) -- e(22) = (1, 0, 0), 

--  e(3 2) = e(4 2) = (cos O, O, -- sin 0). (4) 

e~ 1) and e} z) are the 3-vectors for perpendicular and paral- 
lel linear polarizations, respectively. The helicity eigen- 
vectors are expressed by 

e l -  + ) =  1 (el~) , f /  . _ eT)). (5) 

We used the mathematica package FeynArts  [11] to cre- 
ate the Feynman graphs and their analytical expressions. 
Counting the three generations of fermions FeynArts  cre- 
ated 216 graphs in the 't Hooft Feynman gauge. 

The bosonic diagrams have charged gauge bosons 
W -+ , unphysical Higgs ~0 + and ghosts u -+ as internal 
particles. The physical Higgs particle and the Z-boson do 
not appear as internal particles. 

In the fermionic case only boxes with four identical 
fermions occur. The six diagrams with electrons as inter- 
nal particles are the full set of QED graphs. These were 
calculated by de Tollis et al. [8, 9~. The remaining fer- 
mionic diagrams differ only in the masses and in the case 
of quarks in a global color factor. It is necessary to 
calculate only the QED graphs of Fig. 1. The other three 
graphs differ in the orientation of the fermion lines and 
give a factor 2 to the amplitude. 

Since there exist no charged physical scalar particles in 
the standard model there is no direct contribution like in 
scalar electrodynamics. However, the diagrams of the 
unphysical Higgs particle (p give Feynman diagrams 
which are equal to those of scalar QED. Therefore we 
calculate them separately (Fig. 2). 

The remaining diagrams (Fig. 3) are the boxes, tri- 
angles, and bubbles with W-bosons, Fadeev-Popov ghosts 
u -+ and unphysical charged Higgs particles. 

2.1 The scalar one-loop integrals 

Evaluation of the Feynman diagrams leads to the tensor 
one-loop integrals. Decomposing these tensor integrals 
into scalar integrals we can express our results by the three 
basic scalar one-loop integrals Bo, Co and Do [12] with 
identical masses. 

T T T T T 

T ~ T 

FiR. L The first three QED graphs of photon-phmon scattering via 
four-fermion boxes, the remaining three differ in the orientation of 
the fermions and ~ve same result 

T ~0 T T T T T 

Fig. 2. The Feynman graphs with only scalar particles q~ as inner 
particles 

y y T 3' y T 

T W,u,tP T T T T u 

Fig. 3. The remaining graphs of photon-photon scattering 

We define the variables 

s t 
o" = ~5 + ie, "c = ~-~ + i~, (6) 

and the function 

p(x)=  1 - x / l + ~ l  + x / l + ~ -  ( ~ )  ~ - - - = . ,  Im(p) = - I m  . (7) 

Then the scalar 
defined by 

( 2 ~ p - ~  
Bo(p,m) - i~ 2 

two-point function Bo(p, m), which is 

d D q 
(q2 _ m z + ie)((q + p)2 _ m 2 + ir 

(8) 
has the explicit form 

B0 (a, m) = A + 2 - l n ~ -  + - p (o-) In p (or), (9) 

with 

2 
A - 4 ~  ~g + ln4n"  (10) 

As usual the principal branch of the logarithm is deter- 
mined such that the branch cut lies along the negative real 
axis. 

At low energies lal < 4 the function Bo(a, m) can be 
expanded in a power series in ~ [8] 

Bo(a,m) = A + 2  - l n ~  22 - z =2-,1 (-~n ~ "Z (2n - 2)'! ( 4 ) 4 +  ~.T( . (11) 

We will suppress the i~ in the following. 

Böhm & Schuster (1994)

Γµαγ(k1, p1, q) = ie{(k1 + p1)
γgµα + (−q − p1)

µgαγ + (q − k1)
αgµγ}

Γνβδ(k2, p2, q) = ie{(k2 + q)βgνδ + (p2 − q)νgδβ + (−p2 − k2)
δgνβ}

Γµναβ(k1, k2, p1, p2) = e2(gναgµβ + gµαgνβ − 2gµνgαβ)

∆γδ(q) =
1

q2 −m2

(
gγδ − qγqδ

m2

)

∑

λ

εαλ(p)ε
β∗
λ (p) = −gαβ +

pαpβ

m2

M1 = εα1 (p1)ε
µ
1 (k1)Γµαγ(k1, p1, q)∆

γδ(q)Γνβδ(k2, p2, q)ε
β
2 (p2)ε

ν
2(k2)

M2 = εα1 (p1)ε
µ
2 (k2)Γµαγ(k2, p1, q

′)∆γδ(q′)Γνβδ(k1, p2, q
′)εβ2 (p2)ε

ν
2(k1)

M1 → M2 k1 ↔ k2, q = p1 − k1 → q′ = p1 − k2

M3 = εα1 (p1)ε
µ
1 (k1)Γ

µναβ(k1, k2, p1, p2)ε
β
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ν
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2πα2
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(
s(18M4 + 3M2s+ 4s2)
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s
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c1 =
29α2

160M4

c2 =
27α2

160M4

Low-energy Expansion
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For explicit calculations in the center of mass system, 
we use the representation 

kl = (co, k), k2 = (co, - k), k3 = (co, k'), k4 = (co, - k'), 
(2) 

with k = (0, 0, co) and k ' =  (co sin 0, 0, co cos 0), where 
co and cos 0 are related to the Mandelstam variables as 

c o = @ ;  c o s 0 = l + 2 t .  (3) z s 

In the eo = 0 gauge, the polarization vectors ~ (ki, 2~) can 
be written as 

~(~) = (0, ei) (~), 

el 1) -- e(21) = e(~ 1) = e(41) = (0, 1, 0), 

- e(12) -- e(22) = (1, 0, 0), 

--  e(3 2) = e(4 2) = (cos O, O, -- sin 0). (4) 

e~ 1) and e} z) are the 3-vectors for perpendicular and paral- 
lel linear polarizations, respectively. The helicity eigen- 
vectors are expressed by 

e l -  + ) =  1 (el~) , f /  . _ eT)). (5) 

We used the mathematica package FeynArts  [11] to cre- 
ate the Feynman graphs and their analytical expressions. 
Counting the three generations of fermions FeynArts  cre- 
ated 216 graphs in the 't Hooft Feynman gauge. 

The bosonic diagrams have charged gauge bosons 
W -+ , unphysical Higgs ~0 + and ghosts u -+ as internal 
particles. The physical Higgs particle and the Z-boson do 
not appear as internal particles. 

In the fermionic case only boxes with four identical 
fermions occur. The six diagrams with electrons as inter- 
nal particles are the full set of QED graphs. These were 
calculated by de Tollis et al. [8, 9~. The remaining fer- 
mionic diagrams differ only in the masses and in the case 
of quarks in a global color factor. It is necessary to 
calculate only the QED graphs of Fig. 1. The other three 
graphs differ in the orientation of the fermion lines and 
give a factor 2 to the amplitude. 

Since there exist no charged physical scalar particles in 
the standard model there is no direct contribution like in 
scalar electrodynamics. However, the diagrams of the 
unphysical Higgs particle (p give Feynman diagrams 
which are equal to those of scalar QED. Therefore we 
calculate them separately (Fig. 2). 

The remaining diagrams (Fig. 3) are the boxes, tri- 
angles, and bubbles with W-bosons, Fadeev-Popov ghosts 
u -+ and unphysical charged Higgs particles. 

2.1 The scalar one-loop integrals 

Evaluation of the Feynman diagrams leads to the tensor 
one-loop integrals. Decomposing these tensor integrals 
into scalar integrals we can express our results by the three 
basic scalar one-loop integrals Bo, Co and Do [12] with 
identical masses. 
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four-fermion boxes, the remaining three differ in the orientation of 
the fermions and ~ve same result 
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Fig. 2. The Feynman graphs with only scalar particles q~ as inner 
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Fig. 3. The remaining graphs of photon-photon scattering 

We define the variables 

s t 
o" = ~5 + ie, "c = ~-~ + i~, (6) 

and the function 

p(x)=  1 - x / l + ~ l  + x / l + ~ -  ( ~ )  ~ - - - = . ,  Im(p) = - I m  . (7) 

Then the scalar 
defined by 

( 2 ~ p - ~  
Bo(p,m) - i~ 2 

two-point function Bo(p, m), which is 

d D q 
(q2 _ m z + ie)((q + p)2 _ m 2 + ir 

(8) 
has the explicit form 

B0 (a, m) = A + 2 - l n ~ -  + - p (o-) In p (or), (9) 

with 

2 
A - 4 ~  ~g + ln4n"  (10) 

As usual the principal branch of the logarithm is deter- 
mined such that the branch cut lies along the negative real 
axis. 

At low energies lal < 4 the function Bo(a, m) can be 
expanded in a power series in ~ [8] 

Bo(a,m) = A + 2  - l n ~  22 - z =2-,1 (-~n ~ "Z (2n - 2)'! ( 4 ) 4 +  ~.T( . (11) 

We will suppress the i~ in the following. 

Böhm & Schuster (1994)
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SUM RULES FOR LIGHT-BY-LIGHT
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For explicit calculations in the center of mass system, 
we use the representation 

kl = (co, k), k2 = (co, - k), k3 = (co, k'), k4 = (co, - k'), 
(2) 

with k = (0, 0, co) and k ' =  (co sin 0, 0, co cos 0), where 
co and cos 0 are related to the Mandelstam variables as 

c o = @ ;  c o s 0 = l + 2 t .  (3) z s 

In the eo = 0 gauge, the polarization vectors ~ (ki, 2~) can 
be written as 

~(~) = (0, ei) (~), 

el 1) -- e(21) = e(~ 1) = e(41) = (0, 1, 0), 

- e(12) -- e(22) = (1, 0, 0), 

--  e(3 2) = e(4 2) = (cos O, O, -- sin 0). (4) 

e~ 1) and e} z) are the 3-vectors for perpendicular and paral- 
lel linear polarizations, respectively. The helicity eigen- 
vectors are expressed by 

e l -  + ) =  1 (el~) , f /  . _ eT)). (5) 

We used the mathematica package FeynArts  [11] to cre- 
ate the Feynman graphs and their analytical expressions. 
Counting the three generations of fermions FeynArts  cre- 
ated 216 graphs in the 't Hooft Feynman gauge. 

The bosonic diagrams have charged gauge bosons 
W -+ , unphysical Higgs ~0 + and ghosts u -+ as internal 
particles. The physical Higgs particle and the Z-boson do 
not appear as internal particles. 

In the fermionic case only boxes with four identical 
fermions occur. The six diagrams with electrons as inter- 
nal particles are the full set of QED graphs. These were 
calculated by de Tollis et al. [8, 9~. The remaining fer- 
mionic diagrams differ only in the masses and in the case 
of quarks in a global color factor. It is necessary to 
calculate only the QED graphs of Fig. 1. The other three 
graphs differ in the orientation of the fermion lines and 
give a factor 2 to the amplitude. 

Since there exist no charged physical scalar particles in 
the standard model there is no direct contribution like in 
scalar electrodynamics. However, the diagrams of the 
unphysical Higgs particle (p give Feynman diagrams 
which are equal to those of scalar QED. Therefore we 
calculate them separately (Fig. 2). 

The remaining diagrams (Fig. 3) are the boxes, tri- 
angles, and bubbles with W-bosons, Fadeev-Popov ghosts 
u -+ and unphysical charged Higgs particles. 

2.1 The scalar one-loop integrals 

Evaluation of the Feynman diagrams leads to the tensor 
one-loop integrals. Decomposing these tensor integrals 
into scalar integrals we can express our results by the three 
basic scalar one-loop integrals Bo, Co and Do [12] with 
identical masses. 

T T T T T 

T ~ T 

FiR. L The first three QED graphs of photon-phmon scattering via 
four-fermion boxes, the remaining three differ in the orientation of 
the fermions and ~ve same result 

T ~0 T T T T T 

Fig. 2. The Feynman graphs with only scalar particles q~ as inner 
particles 

y y T 3' y T 

T W,u,tP T T T T u 

Fig. 3. The remaining graphs of photon-photon scattering 

We define the variables 

s t 
o" = ~5 + ie, "c = ~-~ + i~, (6) 

and the function 

p(x)=  1 - x / l + ~ l  + x / l + ~ -  ( ~ )  ~ - - - = . ,  Im(p) = - I m  . (7) 

Then the scalar 
defined by 

( 2 ~ p - ~  
Bo(p,m) - i~ 2 

two-point function Bo(p, m), which is 

d D q 
(q2 _ m z + ie)((q + p)2 _ m 2 + ir 

(8) 
has the explicit form 

B0 (a, m) = A + 2 - l n ~ -  + - p (o-) In p (or), (9) 

with 

2 
A - 4 ~  ~g + ln4n"  (10) 

As usual the principal branch of the logarithm is deter- 
mined such that the branch cut lies along the negative real 
axis. 

At low energies lal < 4 the function Bo(a, m) can be 
expanded in a power series in ~ [8] 

Bo(a,m) = A + 2  - l n ~  22 - z =2-,1 (-~n ~ "Z (2n - 2)'! ( 4 ) 4 +  ~.T( . (11) 

We will suppress the i~ in the following. 

Böhm & Schuster (1994)
V. Pauk (2011)

W+

W−

Γµαγ(k1, p1, q) = ie{(k1 + p1)
γgµα + (−q − p1)

µgαγ + (q − k1)
αgµγ}

Γνβδ(k2, p2, q) = ie{(k2 + q)βgνδ + (p2 − q)νgδβ + (−p2 − k2)
δgνβ}

Γµναβ(k1, k2, p1, p2) = e2(gναgµβ + gµαgνβ − 2gµνgαβ)

∆γδ(q) =
1

q2 −m2

(
gγδ − qγqδ

m2

)

∑

λ

εαλ(p)ε
β∗
λ (p) = −gαβ +

pαpβ

m2

M1 = εα1 (p1)ε
µ
1 (k1)Γµαγ(k1, p1, q)∆

γδ(q)Γνβδ(k2, p2, q)ε
β
2 (p2)ε

ν
2(k2)

M2 = εα1 (p1)ε
µ
2 (k2)Γµαγ(k2, p1, q

′)∆γδ(q′)Γνβδ(k1, p2, q
′)εβ2 (p2)ε

ν
2(k1)

M1 → M2 k1 ↔ k2, q = p1 − k1 → q′ = p1 − k2

M3 = εα1 (p1)ε
µ
1 (k1)Γ

µναβ(k1, k2, p1, p2)ε
β
2 (p2)ε

ν
2(k2)

σ0 =
4πα2

M2s3

(
s(6M4 + 11M2s+ 2s2)

√
1− 4M2

s
+ 8M2(3M4 +M2s− s2)ArcTanh

(√
1− 4M2

s

))

σ2 =
4πα2

M2s3

(
s(6M4 − 8M2s+ 2s2)

√
1− 4M2

s
+ 8M2(3M4 − 4M2s+ s2)ArcTanh

(√
1− 4M2

s

))

∆σ =
4πα2

s

(
−19

√
1− 4M2

s
+ 8

(
2− 5M2

s

)
ArcTanh

(√
1− 4M2

s

))

σtot =
4πα2

M2s3

(
s(12M4 + 3M2s+ 4s2)

√
1− 4M2

s
− 24M4(s− 2M2)ArcTanh

(√
1− 4M2

s

))

σ‖ =
2πα2

M2s3

(
s(18M4 + 3M2s+ 4s2)

√
1− 4M2

s
− 24M4(s− 3M2)ArcTanh

(√
1− 4M2

s

))

σ⊥ =
2πα2

M2s3

(
s(6M4 + 3M2s+ 4s2)

√
1− 4M2

s
− 24M4(s−M2)ArcTanh

(√
1− 4M2

s

))

c1 =
29α2

160M4

c2 =
27α2

160M4

Γµαγ(k1, p1, q) = ie{(k1 + p1)
γgµα + (−q − p1)

µgαγ + (q − k1)
αgµγ}

Γνβδ(k2, p2, q) = ie{(k2 + q)βgνδ + (p2 − q)νgδβ + (−p2 − k2)
δgνβ}

Γµναβ(k1, k2, p1, p2) = e2(gναgµβ + gµαgνβ − 2gµνgαβ)

∆γδ(q) =
1

q2 −m2

(
gγδ − qγqδ

m2

)

∑

λ

εαλ(p)ε
β∗
λ (p) = −gαβ +

pαpβ

m2

M1 = εα1 (p1)ε
µ
1 (k1)Γµαγ(k1, p1, q)∆

γδ(q)Γνβδ(k2, p2, q)ε
β
2 (p2)ε

ν
2(k2)

M2 = εα1 (p1)ε
µ
2 (k2)Γµαγ(k2, p1, q

′)∆γδ(q′)Γνβδ(k1, p2, q
′)εβ2 (p2)ε

ν
2(k1)

M1 → M2 k1 ↔ k2, q = p1 − k1 → q′ = p1 − k2

M3 = εα1 (p1)ε
µ
1 (k1)Γ

µναβ(k1, k2, p1, p2)ε
β
2 (p2)ε

ν
2(k2)

σ0 =
4πα2

M2s3

(
s(6M4 + 11M2s+ 2s2)

√
1− 4M2

s
+ 8M2(3M4 +M2s− s2)ArcTanh

(√
1− 4M2

s

))

σ2 =
4πα2

M2s3

(
s(6M4 − 8M2s+ 2s2)

√
1− 4M2

s
+ 8M2(3M4 − 4M2s+ s2)ArcTanh

(√
1− 4M2

s

))

∆σ =
4πα2

s

(
−19

√
1− 4M2

s
+ 8

(
2− 5M2

s

)
ArcTanh

(√
1− 4M2

s

))

σtot =
4πα2

M2s3

(
s(12M4 + 3M2s+ 4s2)

√
1− 4M2

s
− 24M4(s− 2M2)ArcTanh

(√
1− 4M2

s

))

σ‖ =
2πα2

M2s3

(
s(18M4 + 3M2s+ 4s2)

√
1− 4M2

s
− 24M4(s− 3M2)ArcTanh

(√
1− 4M2

s

))

σ⊥ =
2πα2

M2s3

(
s(6M4 + 3M2s+ 4s2)

√
1− 4M2

s
− 24M4(s−M2)ArcTanh

(√
1− 4M2

s

))

c1 =
29α2

160M4

c2 =
27α2

160M4

Integrate
Low-energy Expansion

Ghosts, Higgs Sector Unitarity, Causality

Monday, June 20, 2011



SUM RULES FOR E.M. MOMENTS OF MASSIVE VECTOR 
BOSONS

L = − 1
4FµνF

µν − 1
2W

∗
µνW

µν −M2W ∗
µW

µ

+ ieW ∗
µνA

µW ν − ieAµW
∗
νW

µν + e2A2 W ∗
µ Wµ + ie �1W

∗
µWν F

µν

+ e �2
�
(D∗

µW
∗
ν )W

α∂αF
µν +W ∗

α(DµWν)∂
αFµν

�
/(2M2)

where anomalous  magnetic-dipole and electric-Quadrupole moments Are:

E.M. coupling:

κ = 1
2 (�1 − 1),

λ = 1
2 (�2 − �1 + 1).

Sum Rules (                            ):ω = (s−M2)/2

O(ω2) : 3κ(κ+ λ) + γ1 − γ2 =
1

8π

∞̂

0

ds

s2

�
σ||(s)− σ⊥(s)

�
,

etc.

O(ω1) :
e2

2M2
κ2 =

1

π

∞̂

0

ds

s

�
σ2(s)− σ0(s)

�

γ1,2 -- transversal spin polarizabilities 
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GDH SUM RULE AT ONE LOOP

Bosen 2009

One-loop: Vertex correction

Again, three diagrams contribute:

β α

µ

β α

µ

β α

µ

Result: Divergence in anomalous magnetic moment
contribution

T = e3
�

[4L + 8 ln(ω)] GE0 +

�
−31

6
+

9
2

L
�

T2 +

�
4
9

�
T3

�
.

⇒ Theory is incomplete!

Jan Pieczkowski Compton Scattering Sum Rules for Massive Vector Bosons

e2

2M2
κ2 =

1

π

∞̂

0

ds

s

�
σ2(s)− σ0(s)

�

Take a derivative of the sum rule with respect to a.m.m.
[ V.P., Holstein, Vanderhaeghen  PLB (2004), PRD (2005) ]

Bosen 2009

Decomposition for Massive Vector Bosons

Tree-level amplitude: Born terms

ν µ

β α

ν µ

β α

ν µ

β α

Jan Pieczkowski Compton Scattering Sum Rules for Massive Vector Bosons

Consider
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Bosen 2009

Boson Self-Interaction

µ

β α

The correction for the tadpole from YM cancels the

divergence:

TYM = T2e3
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.

⇒ The YM ansatz yields an exact description of the massive

vector boson GDH.
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A dispersion relation for the pion-mass dependence of hadron properties

Tim Ledwig, Vladimir Pascalutsa, Marc Vanderhaeghen
Institut für Kernphysik, Johannes Gutenberg Universität, Mainz D-55099, Germany

Abstract

We present a dispersion relation in the pion-mass squared, which static quantities (nucleon mass, magnetic moment,
etc.) obey under the assumption of analyticity in the entire complex m2

π plane modulo a cut at negative m2
π associated

with pion production. The relation is verified here in a number of examples of nucleon and ∆-isobar properties
computed in chiral perturbation theory up to order p3. We outline a method to obtain relations for other mass-
dependencies, and illustrate it on a two-loop example.

Keywords: chiral behavior, analyticity, nucleon mass, magnetic moment, polarizability, Delta(1232), sunset diagram
PACS: 11.55.Fv, 12.39.Fe, 14.20.Dh, 14.20.Gk

1. Introduction

Present lattice QCD calculations are still limited to larger than physical values of light quark masses, mq > mu,d !
5 − 10 MeV, but the chiral perturbation theory (χPT) [1, 2] can, in many cases, be applied to bridge the gap between
the lattice and the real world (see e.g., [3–8]). χPT can predict at least some of the ‘non-analytic’ dependencies of
static quantities (masses, magnetic moments, etc.) on pion-mass squared, or the quark mass (m2

π ∼ mq). The rest of
the contributions contain the a priory unknown low-energy constants (LECs). In this paper we examine the origins of
non-analytic dependencies arising in χPT, by considering analytic properties of the chiral expansion in the complex
m2
π plane.

t

Figure 1: The cut and the contour in the complex
t = m2

π plane, which go into the derivation of the
dispersion relation in Eq. (1).

The basic observation is that chiral loops exhibit a cut along the
negative m2

π axis. The cut is associated with pion production which can
occur without any excess of energy for m2

π ≤ 0. Assuming analyticity in
the rest of the m2

π-plane (see Fig. 1), one arrives at a dispersion relation
of the type:

f (m2
π) = −

1
π

0
∫

−∞

dt
Im f (t)

t − m2
π + i0+

, (1)

where f is a static quantity, 0+ is an infinitesimally small positive num-
ber. In what follows, we explicitly verify this type of dispersion relation
on a few examples of the nucleon and ∆(1232)-isobar properties and
discuss its field of application. In particular, we consider a two-loop ex-
ample (a sunset graph) for which the absorptive part can relatively easy
be extracted. We conclude by comparing this dispersion relation with a
similar “mass-dispersion” relation long-known in the literature.
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Motivation: chiral perturbation theory and lattice QCD, which 
compute the pion-mass dependence of hadron properties

t = m2
π

[ Ledwig, V.P. & Vanderhaeghen,  PLB (2010) ]

Verified for nucleon mass, a.m.m.,  
polarizabilities at order p^3.

(b) (c) (d)(a)

Figure 2: Graphs representing chiral-loop corrections to the nucleon mass. Nucleon (pion) propagators are denoted by solid (dashed) lines.

2. Nucleon mass

We begin right away by considering the nucleon properties as a function of t = m2π. For example, the pion-mass
dependence of the nucleon mass, computed to the nth order in the chiral expansion, can be written as:

MN =

n
∑

even "
a" t

"
2 +

n
∑

"

Σ
(")
N (t) , (2)

where a’s are some linear combinations of LECs, Σ(")N (t) is the "th order nucleon self-energy given by the graphs of
the type shown in Fig. 2. According to the power counting rules [9], a graph with L loops, Nπ pion and NN nucleon
lines, Vk vertices from the Lagrangian of order k, contributes at order pn, with p being the generic light scale and

n =
∑

k

kVk + 4L − 2Nπ − NN . (3)

The leading order pion-nucleon Lagrangian is of order k = 1, and, to the first order in the pion-field πa(x) (with index
a = 1, 2, 3), is written as [10]:

L(1)πN = N̄(x)
(

i∂/−
◦
MN +

◦gA

2
◦
f π
(∂/ πa)τaγ5

)

N(x) + c.t. + O(π2), (4)

where N(x) is the isospin-doublet nucleon field, τa are Pauli matrices,
◦
MN ,

◦gA, and
◦
f π are respectively: the nucleon

mass, axial-coupling and pion-decay constants, in the chiral limit (mπ → 0); “c.t.” stands for counter-term contribu-
tions, which are required for the renormalization of the nucleon mass, field, and so on.

The self-energy receives its leading contribution at order p3, which is given by the graph Fig. 2(a) and the following
expression:

Σ
(3)
N (t) =

3g2A
4 f 2π

i
∫

d4k
(2π)4
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∣

∣

∣

∣
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p·γ=MN

(5a)

dimreg
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3g2A
4 f 2π

M3
N

(4π)2

∫ 1

0
dx
{

[x2 + (1 − x)τ]
(

Lε + ln[x2 + (1 − x)τ − i0+]
)

+ [2x2 − (2 + x)τ]
(

Lε + 1 + ln[x2 + (1 − x)τ − i0+]
)

− 3Lε
}

, (5b)

where τ = t/M2
N , Lε = −1/ε−1+γE− ln(4πΛ/MN) exhibits the ultraviolet (UV) divergence as ε = (4−d)/2→ 0, with

d being the number of space-time dimensions, Λ the scale of dimensional regularization, and γE $ 0.5772 the Euler’s
constant. Note that for simplicity we assume the physical values for the parameters: MN $ 939 MeV, gA $ 1.267,
fπ $ 92.4 MeV; the difference with the chiral-limit values leads to higher order effects.
After integration over the Feynman-parameter x, this result can be written as:

Σ
(3)
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3
N

2(4π fπ)2
{

− Lε + (1 − Lε)
t
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+ Σ
(3)
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with Σ
(3)
N (t) = −

3g2AM
3
N

(4π fπ)2
(

τ3/2
√

1 − 1
4τ arccos(

1
2

√
τ ) + 1

4τ
2 ln τ

)

. (6b)
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Let us demonstrate how it works on the example of a chiral correction
to the ∆-isobar mass. A one-loop graph with the cut all the way up to ∆2 is
shown in Fig. 4. It yields the following contribution to the self-energy [21]:
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where hA $ 2.85 is the πN∆ axial-coupling constant, and

M2(x) = x2 − (1 + r2 − τ)x + r2 − i0+ = (x − α)2 − λ2 − i0+, (18)

with r = MN/M∆, τ = t/M2
∆
, α = 1

2 (1 + r
2 − τ), and λ2 = α2 − r2.

The imaginary part arises again from the log, when its argument turns negative in the region of integration over
the Feynman parameter x. More specifically,

M2(x) < 0, for α − λ < x <
{

1, if t < 0
α + λ, if 0 ≤ t ≤ ∆2 , (19)

and as the result:
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Note that, despite the awkward separation into regions in t, the function is continuous. For the physical value of the
pion mass it provides the familiar expression for the ∆-resonance width: Γ∆ = −2 ImΣ∆ $ 115 MeV.

We have checked that, analogously to the nucleon case, this chiral correction to the ∆ mass satisfies the doubly-
subtracted dispersion relation in the pion mass squared:
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where the integration is done, as usual, in the principal-value sense.

5. Direct calculation of the absorptive part

Of course to find the absorptive part it should not always be necessary to go through the entire loop calculation, as
we have done so far. In the usual dispersion relations, done in external variables such as energy, the Cutkowski rules
offer a simple method to compute the absorptive contributions. In our case Cutkowski rules are inapplicable because
the pion is not on it positive-energy mass shell to begin with. Nevertheless a direct computation of absorptive parts is
possible as will demonstrated in the following three examples.

Consider first the tadpole, Fig. 2(b), having the following generic expression
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5. Direct calculation of the absorptive part

Of course to find the absorptive part it should not always be necessary to go through the entire loop calculation, as
we have done so far. In the usual dispersion relations, done in external variables such as energy, the Cutkowski rules
offer a simple method to compute the absorptive contributions. In our case Cutkowski rules are inapplicable because
the pion is not on it positive-energy mass shell to begin with. Nevertheless a direct computation of absorptive parts is
possible as will demonstrated in the following three examples.

Consider first the tadpole, Fig. 2(b), having the following generic expression

Jtad(t) = i
∫

d4k
(2π)4

k2n

k2 − t + i0+
, (22)

5

quenched lattice points : 
Leinweber, PRD (1992) 

Cloet,Leinweber,Thomas, PLB
(2003)

Lee et.al., PLB (2004) 
– revised (2006)

V.P, Vanderhaeghen, PRL (2005)Curves - chiral EFT calculation: 

Real parts

Imag. parts

Magnetic moment:

Monday, June 20, 2011



SUMMARY

Monday, June 20, 2011



SUMMARY

• Sum rules express a quantum phenomenon in terms of an integral over a classical 
quantity -- (polarized) cross sections based on general principles (unitarity, causality, 
crossing) -- non-perturbative

Monday, June 20, 2011



SUMMARY

• Sum rules express a quantum phenomenon in terms of an integral over a classical 
quantity -- (polarized) cross sections based on general principles (unitarity, causality, 
crossing) -- non-perturbative

• New sum rules for light-by-light scattering relate the strength of low-energy photon 
self-interaction to integrals of gamma-gamma fusion cross-sections

Monday, June 20, 2011



SUMMARY

• Sum rules express a quantum phenomenon in terms of an integral over a classical 
quantity -- (polarized) cross sections based on general principles (unitarity, causality, 
crossing) -- non-perturbative

• New sum rules for light-by-light scattering relate the strength of low-energy photon 
self-interaction to integrals of gamma-gamma fusion cross-sections

• Motivation to measure polarized gamma-gamma cross sections    (possibly at BES)

Monday, June 20, 2011



SUMMARY

• Sum rules express a quantum phenomenon in terms of an integral over a classical 
quantity -- (polarized) cross sections based on general principles (unitarity, causality, 
crossing) -- non-perturbative

• New sum rules for light-by-light scattering relate the strength of low-energy photon 
self-interaction to integrals of gamma-gamma fusion cross-sections

• Motivation to measure polarized gamma-gamma cross sections    (possibly at BES)

• Insight into (massive) Yang-Mills theory: ghosts, Higgs, self-interactions at one loop = 
tree-level + sum rule

Monday, June 20, 2011



SUMMARY

• Sum rules express a quantum phenomenon in terms of an integral over a classical 
quantity -- (polarized) cross sections based on general principles (unitarity, causality, 
crossing) -- non-perturbative

• New sum rules for light-by-light scattering relate the strength of low-energy photon 
self-interaction to integrals of gamma-gamma fusion cross-sections
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